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Abstract— On-board image compression systems aim to increase the amount of data stored in the on-board mass memory and 

transmitted to the ground station. These Generally, the best known accepted image compression techniques - such as wavelet based 

technique- have some obvious weakness to act as on-board real time practical compression technique due to their large processing units 

and multistage floating coefficients. It is difficult to implement them in compact reliable hardware architecture and achieve high 

compression performance results suitable for on-board compression systems. On the other hand, high image fidelity of decoded image and 

its hardware simplicity are important features for on-board real time compression systems. The introduced Resampling Block Coding 

(RBC) algorithm is a step forward to fulfill some of the features. RBC compression results are significant when compared to the Set 

Partitioning In Hierarchical Trees (SPIHT) wavelet based image compression technique within the near-lossless region. In this article, the 

results are declared concerning the image fidelity, compression ratio (CR), speed and the maximum grayscale error of the decoded image. 

Index Terms— Resampling Block coding, wavelet transform, image compression, adaptive image coding, Huffman coding, image fidelity. 

——————————      —————————— 

1 INTRODUCTION

T is difficult to implement techniques in compact reliable 
hardware architecture and achieve high compression per-
formance results suitable for on-board compression sys-

tems. On the other hand, high image fidelity of decoded image 
and its hardware simplicity are important features for on-
board real time compression systems. The compression algo-
rithms based on frequency domain transform such as JPEG, 
the joint expert group for image coding and compression and 
discrete wavelet transform [1] and others are not quite suitable 
to fulfill the requirements of on-board compression systems 
for remote sensing and aerial images [2]. 

2 WAVELET WEAKNESS 

Although wavelet based image compression method is ac-
cepted as one of the best image compression methods, it has 
some obvious weakness to work as on-board real time com-
pression method such as: 
 The wavelet compression algorithm is based on using 

large areas of the image while processing leading to more 
computational consuming time. On the other side, by de-
creasing the used processing areas, the restored image 
quality will be defected rapidly [3]. 

 In practical implementation, it is more complicated to use 
the large processing units to be integrated in a real-time 
compression system performing high image fidelity and 
high speed rates [4]. 

 In order to get high fidelity decoded images, more real 
number in the wavelet basis functions are necessary. This 

increases the wavelet transform calculations processing 
time leading to large volume device with low reliability 
and high power consumption [5]. 

 Due to the limitations of computer systems word-length, 
the sequence of the coefficients in the wavelet transform 
has to be truncated to a finite length. This causes the con-
tours and edges distortion in the image [6]. 

These negative defects operating on the aerial and remote 
sensing images causes severe defects on the small details of 
information in the image [7]. 

3 RBC AND ON BOARD SYSTEM REQUIREMENTS 

Several special features are required for on-board aerial and 
remote sensing image compression technique such as: High 
speed compression time, high fidelity of the decoded image 
(visually lossless) and low complexity of the applied 
algorithm. Simple algorithm can be easily implemented as on-
board real time compression system with compact structure, 

low weight, low power consumption and high reliability.  

As an approach to the goal, RBC a new compression 
algorithm -working in the space domain of the image- is 
introduced. The RBC algorithm is a step forward to fulfill 
some of the features [8]. RBC compression results are 
significant compared to the Set partitioning In Hierarchical 
Trees (SPIHT) wavelet based image compression technique 
within the near-lossless region. The results are declared 
concerning the image fidelity, compression ratio (CR), speed 
and the algorithm encoding complexity. 

The image redundancy types and the RBC algorithm 
theory are discussed in the next section. Another section 
describes the RBC algorithm process main steps. The 
compression performance and conclusion of the results are 
included in sections the last two sections respectively. 
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4 DIGITAL IMAGE REDUNDANCY 

There exist three basic data redundancy types in the image: 
coding, interpixel and psyhvisual redundancy. 

The interpixel redundancy stems from the fact that there 
is a correlation between the pixels values in general. A real 
image (not containing pure noise) can be modeled as a 
Markov process where the value of the current pixel has some 
dependency with the previous pixels [9]. 

Since the human perception is not a constant pixel 
oriented sensor then every area in the visual field is not 
processed with the same amount of sensitivity. These areas -
which do not contribute with valuable visual details in the 
image- can possibly be removed without major loss in quality 
for the human perceiver. This invisible image details are called 
psychovisual redundant information [10].  

5 SAMPLING AND QUANTIZATION  

A two dimensional image can be represented by a light inten-
sity function f(x,y) where x and y denote the spatial coordi-
nates. The value of the function f(x,y) is proportional to the 
brightness of the image at the pixel (x, y). The digital image is 
formed by digitizing both spatial resolution and brightness 
function of the image [11]. The two digitizing processes for the 
spatial resolution and brightness function values are called 
sampling and quantization processes respectively. A continu-
ous function f(x, y) can be sampled using a discrete grid of 
sampling points in the plane. A second possibility is to expand 
the image function using some orthonormal function as a base 
like the Fourier transform. The coefficients of this expansion 
represent the digitized image [12]. It is easy to explain the 
sampling and quantization definitions from signal processing 
point of view as in the next sections. 

6 DESCRIPTION OF RBC ALGORITHM  

Based on these criteria, a three-stages sampling and quantized 
compression algorithm denoted by RBC is implemented. 

6.1 Classifying Each Unit Block  

During the sampling process, the rectangular sampling 

regions of the input image are divided into )~0(22 Nnnn   as large 
as the original regions. If the sampling area represents high 
frequency image region then the value of n approaches zero 
while it approaches maximum limited size if it represents low 
frequency regions. 

Based on the theory of the sampling, three-stage for 
sampling and quantization processes are required before the 
image coding. First, the image is divided into 4x4 units from 
top to bottom, and from left to right. Depending on its 
information contents and the gray level features, each unit in 
the image is oriented to one of three different frequency 
modes: low (n=2), medium (n=1) and high (n=0) mode. The 
mean square error of the 4x4 unit 2E  is defined as: 
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Where: ri is the gray value of the each pixel in the unit 
block, R is the mean value of the unit block. Depending on the 
required compression ratio given by the user, the threshold 
values T1 and T2 are selected where: T1<T2. During the coding 
process the threshold values T1 and T2 are adaptively adjusted. 
According to these threshold values and the unit mean square 
error E, each unit block in the image is classified to one of the 
three modes. The first mode is for low frequency regions 

where 1
2 TE  . The second mode is for the medium frequency 

regions where 2
2

1 TET  and the last mode is for the high 

frequency regions, where 
2

2 ET  .  

 
 
 
 
 
 

 

Fig. 1. The flow of compression process 

After classifying all the unit blocks in the image, the sampling 

and quantization processes take place as shown in Fig. 1. 

6.2 Sampling and quantization of each unit block 

Different sampling and quantization levels are used with 
each unit block depending on its mode. In the low frequency 
regions, the sampling area is 4x4 and the quantization gray 
level is D1. In the medium frequency regions, the sampling 
area is 2x2 and the quantization gray level is D2. In the high 
frequency regions, the sampling area is 1x1 (as the original) 
and the quantization gray levels are D3. The quantization 

parameter  is selected with the thresholds T1 and T2 
according to the required compression ratio given by the user 
before starting the compression process, where: 

/2561 D ,  2/2562D , 
 4/2563D  (2) 

6.3 Image coding with 2-D Differential Pulse Code 
Modulation (DPCM) 

After sampling and quantization processes, the image 
error differences are coded by the 2D DPCM to improve the 
coding performance and become more efficient. 

6.4 Lossless coding with multiple Huffman coding 
tables 

Multiple Huffman coding tables are adaptively used to 
code the result of DPCM. Depending on the previous 
statistical record coding and due to the correlation between 
the image strips, different Huffman tables are selected (static 
or dynamic tables) at the end of each strip coding. 
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6.5 Adjusting compression parameters 

To achieve the required compression ratio given by the 

user, the compression parameters (Ti, ) are adjusted 
adaptively at the end of each strip coding. Thus, according to 
the required compression ratio of the whole image and the 
instance actual compression results achieved from the 

previous image strips, the compression parameters (Ti, ) are 
adjusted adaptively during the compression process. 

7 COMPRESSION PERFORMANCE  

In order to demonstrate the compression performance of RBC, 
we compare it with SPIHT algorithm. SPIHT algorithm is one 
of the best known compression methods based on wavelet 
transform. A few years ago, SPIHT has become the benchmark 
state-of-the-art algorithm for image compression. Two typical 
images City and Lenna are compressed with RBC and SPIHT. 
Decoded images are compared in objective and subjective as-
pects respectively. 

The objective performance is declared by compression 
time, Peak Signal and Noise Ratio (PSNR) and maximum gray 
level error MaxErr, which are defined as: 

225510log10
MSE

PSNR    (dB)       (3) 
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MSE is the Mean Square Error value between original 
image and the decoded image, ri is the gray value of the 
original image, di is the gray value of the decoded images and 
M is the total number of the image pixels. From the 
comparison results of RBC and SPIHT as shown in Table 1, the 
following remarks are significant: 

Using a spatial method needs less complex calculations 
than the frequency transformation method. This is the reason 
why coding speed of RBC is five times faster than the wavelet 
based algorithm SPIHT. Only few and simple integer 
operations are needed for RBC algorithm. On the other side, 
SPIHT method uses large floating point during operation 
process.  

This important feature leads to a faster compression 
algorithm, and makes RBC fits the main requirements for 
high-speed compression system. 

TABLE 1 
A comparison of the compression results between RBC and 

SPIHT within the near-lossless region 

 

 

 

 

 

 

 

The subjective results for both algorithms can be declared 

using the decoded 768768 City image. SPIHT and RBC 
compress City image at the same CR (8:1). 

 

 

 

 

 

(a) Original 768768 City Image 
(b) RBC algorithm, PSNR= 28.70 dB 

(c) SPIHT algorithm, PSNR= 28.45 dB 
 

Fig. 2. Decoded 768768 City at CR=8 using both algorithms 

In order to protect the edges and details in the image, the 
RBC algorithm adaptively changes its compression parameters 
by using different sampling sizes during the image coding 
process. The decoded images from RBC and SPIHT are shown 
in Fig. 2 (b) and (c) respectively. It can clear that SPIHT less 
maintains the image edges, details and may be blurred at 
higher compression as shown from the Fig. 2 (c). 

The small processing units used in RBC compression 
system makes it easy to be realized and accepted as a near 
real-time on board compression system. On the other hand, 
large image areas -sometimes the whole image- are used in the 
wavelet transformation based compression algorithms. The 
large transformed areas are hard to be realized and accepted 
as a real-time coding for on board compression systems. 

8 CONCLUSION 

This paper in hands introduces the RBC compression method 
based on the spatial sampling. Three sampling and quantiza-
tion stages are applied for each unit block in the image. A 
comparison between RBC and SPIHT is shown with respect to 
time complexity, maximum error and image quality within 
near-lossless (4-8:1) compression ratio. The results show that, 
within this range of near-lossless vision (compression ratio 
less than 10) and under the condition of about equal quality of 
decoded images, the RBC is not only leading in  subject evalu-
ation but in the objective calculations as well. Its processing 
speed and image fidelity put it as a step forward to implement 
a real-time onboard compression system suitable for aerial 
and remote sensing images. 
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